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A bstract

This short paper describes rules for calculation 
of tolerance threshold in the direct clustering 
method based on a presentation of initial data by 
fuzzy powerful tolerances. The concept of the 
fuzzy representation of an initial set of elements by 
fuzzy clusters is considered on a basis of the short 
essential consideration of the problem of fuzzy 
cluster analysis. General plan of the clustering 
procedure is presented and rules for tolerance 
threshold calculation are proposed. Three strategies 
of clustering are described shortly. Some 
preliminary conclusions are discussed and ways of 
perspective investigations are outlined.

1. In tr o d u c t io n

1.1 Preliminaries

Cluster analysis is structural approach to 
solving of the problem of objects classification 
without training samples. Clustering methods aim 
at partitioning of a set of objects into subsets, 
called clusters, so that the objects belonging to the 
same cluster as similar as possible and the objects 
belonging to different clusters are as dissimilar as 
possible. Heuristic approach, hierarchical 
approach, optimization approach and 
approximation approach are mam groups of 
methods of cluster analysis.

Since the fundamental Zadeh [9] paper was 
published, fuzzy sets theory has been applied to 
many areas such as learning, decision-making, 
control and classification. The idea of fuzzy 
approach to clustering problems was outlined by 
Bellman, Kalaba and Zadeh [1]. The first formal 
framework of fuzzy clustering methods was 
proposed by Ruspini [8].
The optimization approach to fuzzy clustering is 
most widespread approach. However, heuristic 
algorithms are simple and very effectual in many 
cases. In particular, direct clustering algorithms

have a high level of an essential clearness and a 
low level of a complexity.

The direct clustering method based on a 
presentation of initial data by fuzzy powerful 
tolerances was proposed in [7]. Some remarks to 
the direct clustering method are considered in the 
paper. Some essential aspects of the fuzzy 
clustering problem are considered in the second 
subsection of the paper section. Basic concepts and 
outlines of the method are considered in the second 
section of the paper. Rules for tolerance threshold 
calculation and clustering strategies are discussed 
m the third section of the paper. Preliminary 
conclusions are discussed in the fourth section of 
the paper.

1.2 Epistemological and Methodological Notes

From epistemological point of view, fuzziness 
is a property of the structure of an objects set. The 
structure of an objects set is determined by 
similarity relation. So, the structure of an objects 
set can be presented by the fuzzy similarity 
relations. These relations are intransitive relations 
very often. Fuzzy similarity intransitive relations 
are called fuzzy tolerances and fuzzy similarity 
transitive relations are called fuzzy equivalence 
relations.

A concept of fuzzy strict feeble similarity 
relation S 0, a concept of fuzzy feeble similarity

relation S} and a concept of fuzzy powerful 
similarity relation S3 were introduced in [4,5]. So, 
fuzzy intransitive symmetrical reflexive relation 
was called fuzzy usual similarity relation S 2 in 
these papers. We will call these relations as 
corresponding fuzzy tolerances and these relations 
will be indicated as T with a corresponding index.

A concept of a fuzzy tolerance is a basis of a 
concept of the fuzzy cluster, because the fuzzy 
cluster can be understood as a fuzzy subset of an 
initial set of elements, which is originated by some 
fuzzy tolerance, that a tolerance degree of this
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fuzzy subset elements is not less than some 
threshold value. In other words, the value of a 
membership function of the every element of the 
fuzzy cluster is the degree of association of the 
element with the fuzzy cluster. So, fuzzy clustering 
is a representation of an initial set of objects by 
fuzzy clusters. Thus, the problem of fuzzy cluster 
analysis can be defined in general as the problem 
of discovery of the adequate representation of an 
initial set of objects by fuzzy clusters. A 
representation kind and it adequacy are determined 
by a concrete problem framework. Moreover, an 
approach to a problem solving determines a 
technique of fuzzy clustering.

2. Th e o r e t ic a l  Pr em ises

2.1 Basic Concepts

Let’s consider conceptual and methodological 
bases of the method. In the first place, let’s 
consider the general definition of the fuzzy cluster 
concept, which was proposed in [3].

Let X  -  {x},.. . ,  x n } is an initial set of

elements. Let Th,b = {0,1,2,3} is a fuzzy tolerance 
on X  and a  is a  -level value of 
7 ;,6  = {0,1,2,3},ае(0,1]. Let { A1,.. . ,  A'1} are 
fuzzy sets on X , which are originated by a fuzzy 
tolerance Tb,b — (0,1,2,3} .
Definition 1 The fuzzy subset 
g l = { ( x ,^ ,  (x)) \ x  e  X ,  I e  [1,и]} of the fuzzy

set A 1 cz X ,  I e  [1 ,n] is the fuzzy cluster if a next 
condition

HT ( x , , Xj ) > a ,  x ,, x ; е 4 ' , / е [ 1 , л ]  (1) 

is met, where //, (x, , x ; ) is the membership 

function of a fuzzy tolerance Tb, b = {0,1,2,3} . 

Thus, a  is the tolerance threshold of x, and x ] 
elements.

In other words, if a fuzzy tolerance 
Tb,b  — {0,1,2,3} is represented by a matrix of the 
tolerance, then columns or lines of that matrix are 
fuzzy sets A 1 ci X J  G I, n and these fuzzy sets 
can be considered as clustering components. So, 
the fuzzy cluster g l is the fuzzy subset of a fuzzy 

set A 1, if a condition

ii/s , ( x ) > a , x e / l , ,Ze[l, f l]  (2)

is met Thus, и  , (x) is the degree of association 

of the element x with the fuzzy cluster 
g ' j  е[1,и].

In the second place, let’s consider the concept 
of the fuzzy cluster typical point. Generalization of 
the typical point concept definition was proposed 
in [5] .
Definition 2 If Tb,b = {0,1,2,3} is a fuzzy 
tolerance on X , where X  is an initial set of 
elements, and g ‘ is a fuzzy cluster, then some 
point хг 6 X , that satisfies a condition for all

x e l

f i gl (x ,) = max (x), x g  g'  (3)

is called a typical point of the fuzzy cluster g 1.
The fuzzy powerful tolerance concept is very 

important for the consideration. Let’s remind the 
definition of the fuzzy powerful tolerance. 
Definition 3 The fuzzy powerful tolerance T3 is
the fuzzy binary intransitive relation which 
possesses the symmetric property

(x j >x:) = Ml, О, > X Vx,, x } e X  (4)
and the powerful reflexivity property. The 
powerful reflexivity property is defined as the 
condition of reflexivity

Mr,(x , ’x i) = 1>V x i e X ’ (5)
together with the condition

j l iT} (x ,, X j )  <  1, Vx,, x j  e  X ,  x, *  x j  (6 )

Evidently, that for 7', relation a condition

ju i (x;) = I, x t G g 1 is met, where g 1 is a fuzzy

cluster and x, is it typical point. Moreover, any 

fuzzy cluster, which is originated by l\ relation, 
has the unique typical point, because the powerful 
reflexivity property is met. So,

(x ,) -  1, V g ‘ , Vx, G X , / = 1, n (7)

If fuzzy cluster is originated by 7' relation, 
then this fuzzy cluster is called the fuzzy powerful 
cluster with center. The unique typical point is the 
center of the cluster in this case. Thus, if initial 
data are represented by a matrix of T3 relation, 
then any diagonal element of the matrix can be 
considered as a center of the some powerful cluster 
with center.

Let’s introduce the concept of the fuzzy 
representation of an initial set by fuzzy clusters.
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Definition 4 Let R ( X )  = {g l \ l  = l , k , k  < n} is 
the family of fuzzy clusters, which are originated 
by the some fuzzy tolerance Tb,b = {0,1,2,3} on

an initial set of elements X  = {x}, . . . , xn}. If
conditions
k

2 > ^ ( x , ) > 0 , / e { l , (8)
/=1

card(R(X) )  > 2 (9)

are met for all I = \ , k , k  < n ,  where card(R(X) )  
is a cardinality of the R ( X )  set of fuzzy clusters, 
then the family is the fuzzy representation of an 
initial set of elements X  = (x1, . . x n } by fuzzy

clusters {g l } .
Obviously, that the concept of the fuzzy 

representation is more general concept, than 
concepts of the fuzzy partition and the fuzzy 
covering. The fuzzy partition and the fuzzy 
covering are special cases of the fuzzy 
representation.

A concept of the adequacy of the fuzzy 
representation depends on a purpose of 
classification problem in the every concrete case. 
We will use the concept of a minimal fuzzy 
representation for illustration of the method.
Definition 5 If R ( X )  — { g l | / -  1, k , k  < n] is the 
fiizzy representation of an initial set 
X  = {x]y. . . , xn} by fiizzy clusters and
intersection of any two different fuzzy clusters is 
empty set:
card(gl n g m) = 0 ,V g ' ,g m <=R(X),l*m(  10) 
then the fuzzy representation R ( X )  is the minimal 
fuzzy representation and it will be indicated as

In other words, if the every element
x i g X ,  i -  1, n  is belong to only some one fiizzy
cluster with the positive membership degree, then a 
family of these fiizzy clusters constructs some 
minimal fuzzy representation R mm( X )  and the 
number of fuzzy clusters must be the least.

A condition of the fuzzy clusters separability 
was proposed in [6]. A modification of the 
condition will be used for constructing of the 
minimal fiizzy representation in the clustering 
procedure.
Condition 1 Fuzzy clusters g 1 and g m are fully 
separate fuzzy clusters, if a condition 

h{A l г л А т) < a,

A \ A m e { A 1 :. . . :A rn} J  ф m^a  e  (0,1] (11) 
is met, where h symbol is designated different 
fuzzy clusters intersection height.
Lemma 1 If Condition 1 is met for any two
different fuzzy clusters g l and 

g m, g \ g m € R ( X )  then the fuzzy
representation R ( X )  is the minima] fuzzy 
representation R mm( X)  of an initial set 
X  = { x „ . . . , x j .
Proof. The proof of the Lemma 1 is obvious. 
Really,
h ( A 1 г л А т) = sup ц ,  (x) =

xeX
= sup(// , л  jU ,,, )(x), and

x&X
su p (//4, л  ц  )(x) < a , Vx e 1,1 m, a  e  (0,1],
XG X
because condition (11) is met. However,
/и , (x) > a,  and ju m (x) > a,  Vx e X ,

where / Ф m, a  e (0,1]
because condition (2) is met. So, a condition
sup(min{// , (x), и ,,,, (x)}) < a ,
Л'ЕгХ
Vx e I J  & т 7а  g (0Д]
is contradict to the definition of fuzzy cluster. 
Thus, an intersection of fuzzy clusters g l and g m 
is empty set. So, the condition of the Definition 5 
is met for any fuzzy clusters from R ( X )  .

Q.E.D.
Proposition 1 Let X  -  x n} is an initial set

of elements and T2 is fiizzy powerful tolerance on 
X.  Then some unique minimal representation 
R mm ( X)  is exists for some unique value of 
a  e (0,1].
Proof. The proof follows from Definition 1, 
Definition 4, Definition 5 and Lemma 1 
immediately.

Q.E.D.
Let the structure of initial data is satisfies to 

conditions of 7] relation. Thus, the problem of 
classification of elements of an initial set 
X  -  {x{, . . . yx n} is the discovery of the unique

minimal representation i?min(X ) of 
X  ~ {x1, . . . ,x /7} set by fuzzy powerful clusters 
with center for some a e (0,1].
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2.2 A Plan of the Algorithm

Let X  -  (x , ,... , x  n} is an initial set of 

elements and 7', is the matrix of tolerance 
associated with coefficients of powerful tolerance 
/ /r (x ,, Xj ) g  [0,1], /, j  = 1, n measuring tolerance 

between elements of X  -  {Xj,.. . ,  x n } . Let a  is 
some tolerance threshold, a  G (0,1]. A symbol 

R l (X ) designates some fuzzy representation of 
A” = {x ,, . . . ,  x n}, where the fuzzy cluster

g l , /  - \ , n  consists in R 1 ( X )  by first and symbol

R-Lm (X )  designates corresponding minimal 
representation, which is satisfies to conditions of 
Definition 4 and Definition 5. A symbol g m 
designates any fuzzy cluster, that 
g m s ( R ( X ) \ g l ).

The general plan of the clustering procedure 
consists of four stages.
1. The initial representation 

R ( X )  = { g \ . . g " } is constructed on a basis 
of Definition 1 for some user’s value a  g  (0,1];

2. The minimal representation /?i[im(A')is con­
structing for every' /:= I to n on a basis of Defi­
nition 4 and Condition I;

3. If R'mm(X )  is not constructed for every /: = / to 
n then a value of a  must be increased and go 
to 1; else if R ‘mn(X )  is constructed for 
different 1,1 G [1, f t ]  then a value of a  must be 
decreased and go to 1; else go to 4;

4. For some calculated value of a , a e ( 0 , l ]  the

unique minimal representation R lmm ( X ) ,
/ g  [1, n] is constructed; R mm (X )  = R'min { X ) , 
However, the method can be modified. Firstly, 

a rule for calculation of the initial value of the a  
parameter can be elaborated In the second place, a 
procedure for calculation of the a  parameter on 
the third stage of the algorithm can be constructed. 
These problems will be considered in the next sec­
tion of the paper.

3. On t h e  M e t h o d o l o g y  o f  C l u s t e r in g

3.1 Tolerance Threshold Calculation Rules

The initial representation R( X)  -  (g1,... , g n } 
can be constructed on a basis of Definition 1 for 
some user's value a  e (0,1]. However, first value

of the tolerance threshold can be found naturally. If 
? з is the matrix of tolerance associated with coef­
ficients of powerful tolerance 
/.iT (x, , x j ) G [0,1],/, j  = l,n  measuring tolerance 

between elements of X  = {xt , . . . ,  x n}, then initial
value of the a  parameter can be calculated as 
follows:

a 1 = min /Jr (x; , x ] ), a 1 > 0  

Vx,,x, g X , b  -  {0,1,2,3} (12)
or

a 1 -  max ( x t , x ,), a 1 < max ^  (x, , x j ),

Vx,, x ; G X , b  -  {0,1,2,3} (13)

Obviously, that for relation condition (13) 
must be looked as follows:

a 1 -  m ax / j r (xt , x  ) ,a l <1, (14)
X  3

because conditions (5),(6) are met.
Let’s consider a problem of calculation of the 

a  parameter for third step of the procedure. Two 
rules can be used for found of the value of the a  
parameter. These rules can be described as follows:

a f  : - m in ,u 1. ( x | Jxj ) , / / lj(xj , x j ) e ( a c,l] (15)

or
a  f := max f iT< (x , x; ), juty (x, , x; ) g ( a \ 0 )  16)

where a c is the current value of the a  parameter 
and a  ' is the following value of the a  parame­
ter. The aile (15) can be used for increase of the a  
parameter on third step of the clustering procedure. 
The rule (16) can be used for decrease of the a  
parameter on third step of the procedure.

3.2 A Note on Strategies of Clustering

We can determine a few strategies of clustering. 
Firstly, if initial value of the a  parameter is cal­
culated by formula (12), then the rule (15) can be 
used for calculation of following values of the a  
parameter until unique minimal representation will 
be found. Unique minimal representation will be 
found, because Proposition 1 is met. This cluster­
ing strategy will be called ascending strategy.

Secondly, if initial value of the a  parameter is 
calculated by formula (13), then the rule (16) can 
be used for calculation of following values of the 
a  parameter until unique minimal representation 
will be found. This clustering strategy will be 
called descending strategy.
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Thirdly, we can use ascending strategy and de­
scending strategy simultaneously. This approach 
can be very effective. This strategy will be called 
oncoming strategy. However, computer realization 
of this strategy can be difficult.

So, rules (12),(13) can be used on the first step 
of the algorithm, and rules (15),(16) can be used on 
the third step of the clustering procedure.

4. C o n c lu d in g  R e m a r k s

4.1 Discussion

In general, the algorithm, which proposed in
[7], is similar to the algorithm, which was pro­
posed by Couturier and Fioleau [2]. However, the 
algorithm is more simply and clear from essential 
position, because the concept of fuzzy representa­
tion is very general and clear from epistemological 
point of view. Moreover, the rules of calculation of 
the a  parameter, which were proposed here, make 
the method swift.

So, ascending strategy of clustering is deter­
mined by rules (12),(15) and descending strategy 
of clustering is determined by rules (13),(16). We 
can consider these clustering strategies as ana­
logues of corresponding hierarchical methods of 
fuzzy clustering.

4.2 Perspectives

Let’s consider some perspective ways of inves­
tigations. In the first place, a version of the algo­
rithm for fixed number of clusters and a version for 
intersecting clusters can be elaborated. Moreover, 
versions of the algorithm for the fuzzy partition 
and for the fuzzy covering can be elaborated too. 
Secondly, ascending and descending algorithms of 
hierarchical fuzzy clustering can be constructed. 
Comparison of hierarchical fuzzy clustering algo­
rithms and direct fuzzy clustering algorithms can 
be very interesting from theoretical point of view 
and very fruitful for new fuzzy clustering methods 
elaboration.
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