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Abstract

There is currently need for an up-to-date and 
thorough survey of the intrusion detection 
techniques. This paper presents a survey of 
artificial intelligence methods in the field computer 
and network security.

1. Introduction

This paper is a survey of artificial intelligence
techniques in the intrusion detection domain. 
Some of the previous surveys of the field are 
[14, 30]. Summaries of the research areas 
covered in the intrusion detection techniques 
field are given by Lunt [30], who characterizes 
techniques as including expert systems, 
statistical detectors, neural networks, and model- 
based reasoning systems, and by Kumar, [21] 
who itemizes expert systems, model-based 
reasoning, state-transition analysis, and 
keystroke monitoring. Detection techniques are 
used to detect unusual behaviors, deviations 
from known-good behaviors, and known-bad 
behaviors. Several other summaries are also 
available [3, 6]. Most of these summaries are 
somewhat dated, and/or superficial, and the 
growing number of people taking interest in the 
field computer and network security calls for an 
up-to-date and thorough survey of the field. This 
paper presents such a survey.

Intrusion detection systems (IDSs) play an 
important role in achieving security of 
information systems. The goal of intrusion 
detection systems is to identify malicious 
behavior at different levels of granularity. The 
early intrusion detection research efforts realized 
the inefficiency of any approach that required a 
manual review of a system audit trail.

An intrusion can be defined as “any set of 
actions that attempt to compromise the 
integrity, confidentiality or availability” [16]. 
Intrusion detection is the process of identifying 
unauthorized usage of a computer system. The 
elements central to intrusion detection are: 
resources to be protected in a target system,
i.e., user accounts, file systems, system kernels,

etc; models that characterize the “normal” or 
“legitimate” behavior of these resources; 
techniques that compare the actual system 
activities with the established models, and 
identify those that are “abnormal” or 
“intrusive” [28].

There are many classification schemes of 
intrusions. In [5] Anderson presents a threat model 
that classifies threats as external penetrations, internal 
penetrations, and misfeasance and uses this 
classification to develop a security monitoring 
surveillance system based on detecting anomalies in 
user behavior. Another classification scheme 
presented by Smaha [37] provides a grouping of 
intrusions based on the end effect and the method of 
carrying out the intrusions. Intrusions can be 
categorized into two main classes based on their 
method of detection:

1. Misuse intrusions follow well-defined
patterns of attack, that exploit weaknesses in
system and application software. Such
patterns can be precisely written in advance.

2. Anomaly intrusions are based on
observations of deviations from normal
system usage patterns. If the observed
activity of a user deviates from the expected
behavior, an anomaly is said to occur. For
example, if user X only uses the computer
from his office between 9 A.M. and 5 P.M.,
an activity on his account late in the night is
anomalous and hence, might be an
intrusion.

2. A nomaly Detection V ersus M isuse
Detection

The early research uncovered several features 
of the two main approaches, anomaly based and 
signature based intrusion detection.

Misuse detection systems encode intrusion 
signatures or scenarios and scan for occurrences 
of these, which requires prior knowledge of the 
nature of the intrusions. The most significant 
advantage of misuse detection approaches is that 
known attacks can be detected fairly reliably and 
with a low false positive rate. Misuse detection

57

http://edoc.bseu.by:8080

mailto:ramiz@dcacs.ab.az


models can only detect known attacks and their 3 . A  GENERIC INTRUSION DETECTION
slight variations. The key drawback o f misuse MODEL • 
detection approaches is that they cannot detect
novel attacks against systems that leave different Many misuse and anomaly IDSs are based on
signatures. Therefore, the hope of providing §епепс mtruslon detectlon т ,ос1е!  ProPosed ЬУ
effective defense against new attacks lies in Denmng [11] This paper was the first to propose
anomaly detection models. Misuse detection is the сопсеР* of lntruslon detectlon as a solutlon to
harder to automate since it requires applying the Problem of P r id in g  a sense of security in
many rules (as in NIDES [4]) or searching for computer s>'stems- Thls ™ode‘ ls independent of
many patterns (as in [22] and [36]); anomaly the Platfori" : vulnerability, and type of
detection ju st requires calculating statistics and intrusion. This model works as a rule based pattern
comparing them to norms. matching system, which includes the following

In anomaly detection systems, it is assumed components: subjects, objects, audit records,
that the nature of the intrusions is unknown, but Proflles’ records’ асйу,*У rules- The task
that the intrusion w ill result in behavior here is to develop a model or profile of the normal
different from that norm ally seen in the system. workin§ state of a subJect (e -S-’ user> Ше’
Anomaly detection trad itionally assumes that Privileged program, host machine and network)
one can establish normal behavior patterns over and t0 detect anomalous conditions as deviations
time and use these patterns as proflles of from exPected behaviors. A profile is the
normal system activ ity. The main difficulties of “signature or description of normal activity” of a
these systems are: intuition and experience is subject or a group of subjects concerning an object
relied upon in selecting the system features, or a ërouP of obJects- Behavior profiles may be
which can vary greatly among different built by performing statistical analysis on historical
computing environments; some intrusions can data t 17!» or ЬУ using A b a s e d  approaches to
only be detected by studying the sequential sPecify  behavior m terms of Predictive pattern
interrelation between events because each event generation [22] or using state transition analys.s
alone may fit the profiles; it may not be able to t 19]- Several statistical models are used to measure
describe what the attack is and may have how anomalous the behavior is. Examples include
inability to identify the specific type of attack the mean and standard deviation model, Markov
that is occurring. However, probably the most process model, and time serial model. An activity
significant disadvantage of anomaly detection rule describes what action w ill be taken under
approaches is the high rates of false alarm. The some conditions, 
anomaly detection tool does not rea lly  report
intrusions but rather anomalous behavior. It is SOME SHORTCOMINGS OF CURRENT
likely that non-intrusive behavior that falls INTRUSION DETECTION SYSTEMS
outside the normal range w ill also be labeled as Jansen at al. [20] identify a number of
an intrusion. Another disadvantage is that the functional and performance requirements for an
implementation can become computationally intrusion detection system, but in general,
ineffective. intrusion detection system should continuously

Few articles focus on the problems and monitor network behavior, be fault tolerant
limitations of anomaly detection. Helman and (since it too may be the target of attack), be
Liepins [17] made an attempt to quantify the capable improving its detection capability by
powers and limitations of anomaly detection by adapting to changes and receiving updated attack
creating a formal model for the detection process. signatures, and accurately (i.e ., with low false
Several papers describe approaches that address alarm rate) report anomalies or possible
one or more problems, e.g. Warrender et al. [40] intrusions, supplying adequate information to
address the false alarm rate problem and Lane and deal with an intrUsion. One of the most
Brodley [26] discuss both the false alarm rate important characteristics for an intrusion
problem and time to detection problem. detection system is its efficiency. An efficient

It was suggested [1, 31] that the two intrusion detection system is able to correctly
complimentary approaches of seeking anomalous predict an attack as well as correctly recognize a
activity should be employed in the same normal operation. A difficult problem in
intrusion detection system, to better complement anomaly intrusion detection is determining the
the relative strengths and weaknesses of the two correspondence between anomalous activity and
approaches. intrusive activity. Two quantitative!
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measurements are generally used to evaluate the • Quantitative evaluation of effectiveness
efficiency of an intrusion detection system: a • Model-based detection
false positive rate and a false negative rate [21, • Graphical detection
2]. A false positive rate is error rate when an .  Specification-based detection
intrusion detection system wrongly predicts .  Thumbprint technique
normal behavior as an abnormal attack. .  Software agents for intrusion detection
Sim ilarly, the false negative rate is error rate .  Network and system instrumentation
when an intrusion detection system marks an , . .. . , . , r . • Network monitoringintrusion as a legal operation. A high raise . _

* и. • Signaling infrastructure detectionpositive rate w ill seriously ariect the ° °
performance of the system being detected. A * Detection in high-speed networks
high false negative rate w ill leave the system * Automated response
vulnerable to intrusions. When false negatives * Survivable active networks
are not desirable, thresholds that define an * Planning and procedural reasoning
anomaly are set low. This results in many false Data reduction consists of analyzing a 
positives and detracts from the efficacy of collection of data in order to identify the most
automated mechanisms for intrusion detection. important components of the data, thereby

Intrusion detection system must resist reducing processing time, communication
subversion. A subversion error occurs when an overhead and storage requirements. Different
intruder modifies the operation of the intrusion behavioral characteristics w ill generate different
detector to force false negatives to occur. An amounts of data. For example, an average user
intruder could use knowledge about the internals generates between 3-35 MB of audit data per day
of an intrusion detection system to alter its [14]. Data reduction is critical as the size of the
operation, possibly allow ing anomalous behavior profile impacts the time required for
to proceed. The intruder could then violate the classification, as well as RAM and drive space
systems operational security constraints. Another overhead. [26] describe instance clustering
form of subversion error is fooling the system approaches to the data reduction task,
over time. Intruders may take some actions over Einpirically examined the data reduction
a period of time. Each of these actions looks performance of two clustering methods-an EM
legal and safe if  taken separately, but the procedure К -centers and a greedy clustering
sequence of these actions w ill compose a technique based on a sequential selection of
malicious intrusion. Intrusion detection system clusters
should have enough flex ib ility to generalize It is often difficult to know which items from
patterns, even over a period of time. an auc[it trail w ill provide the most useful

information for detecting intrusions.
5. RESEARCH Issu e s  IN Intrusion  Determining the right measures is complicated
DETECTION because the appropriate subset of measures

Issues in ID research include data collection, depends on the types of intrusions being
data reduction, feature selection are problems detected. One set of measures w ill not likely be
behavior classification, reporting and response adequate for all types of intrusions. The process
[14]. Many research labs: UC Davis Seclab, determining which items are most useful is
Purdue CERIAS/COAST, SRI, IBM Zurich called feature selection in the machine learning
GSAL, MIT Lincoln Labs, Columbia JAM, U. literature. The set of optimal measures for
Idaho, NSWC, UNM, etc. and many DARPA detecting intrusions must be determined
sponsored projects devoted to intrusion detection dynam ically for best results. Genetic algorithms
research. The following advanced methods and neural networks [14] have been used for
techniques are being investigated by the selection the most effective set of features for
intrusion detection research community: particular types of intrusions. For a survey of

other feature selection techniques see [12].
• Cooperating detectors Classification is the process of identifying
• Statistical anomaly detection attackers and intruders. In the simplest case, this
• Machine learning is a binary decision problem. The data is
• Meta learning classified as either normal (acceptable) or
• Computational immunology anomalous (and possibly intrusive). Data

classification can be more complex, for instance,
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trying to identify the particular type of intrusion learning tasks and presents a number of research
associated with anomalous behavior. AI issues for both the machine learning and
techniques can be used to perform these computer security communities, among which
important tasks. are learning from examples from only a single

class, learning from discrete, non-metric time
6. A r t if ic ia l  In tellig en ce  and sequence data, online learning, and learning in
Intrusion  Detectio n  M ethods the presence of concept drift [24].

Lee and others [28] adapted RIPPER to
Artificial Intelligence (AI) techniques have anoma,y detection by using it to learn m les t0

been around for many years now. They have predict sygtem caUs whhin short sequences of
been applied with varying degrees of success to prQgram trac£S RIppER _ Repeated i ncremental
a wide variety of problems. However, it is pnmi Tq produce Error Reduction _ is a mle
important to understand that AI is a very wide learning system developed by wilUam Cohen
field that encompasses a diverse range of [g] Uke Qther ШІ£ l e a m i  mS; ig
technologies and techniques. A rtificial ^  icall used for ciassiflCation problems, 
intelligence (AI) techniques have played an
important role in both misuse detection and 6 2  Rule-Based Expert Systems 
anomaly detection. The methods reported in the
literature include rule based systems, neural Rule-based expert systems have served as the
networks, genetic algorithms, and data mining basis for several systems including SRI’ s IDES
methods such as association rules and frequency (Intrusion Detection Expert System) [31],
episodes. AI techniques such as rule-based and LANL’ s NADIR (Network Anomaly Detection
feature-based classifiers can examine system an  ̂ Intrusion Reporter) [34]. This systems
activities to evaluate their legitim acy. Such encode an expert’ s knowledge of known patterns
systems can generalize from the, data and adapt ° f  attack and system vulnerabilities as
to evolving environments. Approaches include production rules in the form if-then-else. A rule-
pattern-matching systems (expert systems, based expert system w ill also facilitate the
rule/model systems) and trained classifiers process of pattern matching. The efficiency of
(decision trees, Bayesian classifiers, and neural patfeyn matching is one of the most remarkable
networks) [14]. advantages for a rule-based expert system. The

main disadvantage for a rule-based expert
6.1. M achine Learn ing system is its “direct dependency” on audit data.

An intrusion that deviates only slightly from a 
Intrusion detection systems that are trained on m deriyed from the audjt data may nQt be

system usage metrics use inductive learning detected Qr a smaU change in normal behavjor
algorithms. To simulate this learning process may cause a fa ise aiarm . The acquisition of rules
using a computer model is otherW1se known as ig a tedious and error prQne prQcess This
machine learning. Machine learning can be ргоЫ ет has generated a great deai 0f  interest in
viewed as the attempt to build computer tbe app ijcatjon 0f  machine learning techniques to
programs that improve performance of some task automate the process of learning the patterns
through learning and experience. The most [29] describes an expert system deveiopment
commonly applied theory in many machine tQolset са1Ы  thß Production. Based Expert
learning models is pattern classification. System Toolset (p . BEST) and how it is

In [23, 25] presented a machine learning employed in the devel0pment of a modern
approach to anomaly detection. Their system generic signature-analysis engine for computer
learn valid user profiles based on command and networR misuse detection For more than a
sequences and compares current input sequences decade> earlier versions o f  P. BEST have been
to the profile using a sim ilarity measure. The used jn intrusion detection research and in the
system must learn to classify current behavior as development o f some o f the most well known
consistent or anomalous with past behavior using intrusion detection systems, 
only positive examples o f the account's valid
user. Empirical results demonstrate that this is a  ̂3 Pattern M atching 
promising approach to distinguishing the
legitimate user from an intruder. M isuse Intrusion Detection has traditionally

This learning task possesses a number of been understood in the literature as the detection
difficulties not faced by traditional, static of specific, precisely representable techniques of
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computer system abuse. Pattern matching is well 
disposed to the representation and detection of 
such abuse. Each specific method of abuse can 
be represented as a pattern and many of these 
can be matched simultaneously against the audit 
logs generated by the OS kernel. Using relatively 
high level patterns to specify computer system 
abuse relieves the pattern writer from having to 
understand and encode the intricacies of pattern 
matching into a misuse detector. Patterns 
represent a declarative way of specifying what 
needs to be detected, instead of specifying how it 
should be detected. [22] have devised a model of 
matching based on Colored Petri Nets 
specifically targeted for misuse intrusion 
detection. This paper presents a software 
architecture for structuring a pattern matching 
solution to misuse intrusion detection. In the 
context of an object oriented prototype 
implementation authors describe the abstract 
classes encapsulating generic functionality and 
the inter-relationships between the classes.

6.4. Neural Networks

Neural Networks in many ways better suits 
the demands and dynamic nature of the intrusion 
detection problem. Neural Networks have the 
ability to learn from an environment by applying 
an iterative process of adjustments to their 
internal structure. Neural Networks provide a 
robust approach to pattern learning and 
recognition that can model, generalize about, and 
classify many different types of input data where 
the exact nature of the input data is not known. 
An outstanding advantage of artificial Neural 
Networks is that they are highly tolerant of noisy 
data. Even an incomplete or inaccurate audit 
record will not prevent a neural network from 
detecting intrusions [7]. Neural Networks have 
been proposed as alternatives to the statistical 
analysis component of intrusion detection 
systems. The research group at SRI has 
experimented with the use of Neural Networks 
for intrusion detection [30]. Several IDSs that 
employ Neural Networks for on-line intrusion 
detection have been proposed in [10, 13, 39]. 
These systems learn to predict the next command 
based on a sequence of previous commands by a 
specific user. The neural network is trained on a 
set of representative command sequences of a 
user. The input to the net consists of the current 
command and the past w commands, where w is 
the size of the window of past commands. The 
output layer of the neural network conceptually

consists of a single multi-level output that 
predicts the next command to be issued by the 
user. A multi layered feed forward network is 
used to capture program behavior patterns [15].

Neural Networks have also been proposed for 
use in the detection of computer viruses [10]. In
[7] have been discussed the applicability of 
Neural Networks to the problem of misuse 
detection. For this experiment the specific type 
of neural net that was used was a Multi-Layer 
Perceptron.

Some disadvantages of this approaches are 
[7,21]:

1. The topology and the weights assigned to 
each element of the net are determined only 
after considerable trial and error;

2. The size of the window is an important 
parameter: If w is too small, there will be 
many false positives; if it is set too high, the 
net will suffer from irrelevant data.

Some advantages of this approaches are [7,21]:

1. The success of this approach does not 
depend on any statistical assumptions about 
the nature of the underlying data.

2. Neural Networks are highly tolerant of noisy 
data. Even an incomplete or inaccurate audit 
r.ecord will not prevent a neural network 
from detecting intrusions .

3. Neural Networks can automatically account 
for correlations between various measures 
that affect the output.

6.5. Data Mining

Data mining is extracting previously 
unknown, valid and actionable information from 
large databases [38]. The recent rapid 
development in data mining has made available a 
wide variety of algorithms, drawn from the fields 
of statistics, pattern recognition, machine 
learning, and database. Audit data can be 
formatted into a database table where each row 
is an audit record and each column is a field 
(system feature) of the audit records. Many 
recent approaches to intrusion detection have 
applied data mining techniques. These 
approaches build detection models by applying 
data mining algorithms to large data sets of audit 
data collected by a system. These models have 
been empirically proven to be very effective 
[28]. Two data mining methods, association 
rules and frequency episodes, have been 
proposed to mine audit data to find normal 
patterns for anomaly intrusion detection. An
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association rule specifies the correlation among Luo have investigated [32] the integration of
different features. Agrawal and Srikant [38] have fuzzy logic with association rules and frequency
presented some fast algorithms to mine episodes. The integration with fuzzy logic can
association rules, including algorithm Apriori. produce more abstract and flexible patterns for
Mannila and Toivonen [33] have proposed an intrusion detection, since many quantitative
algorithm to discover simple serial frequency features are involved in intrusion detection and
episodes from event sequences based on minimal security itself is fuzzy. In experiments have been
occurrences. This algorithm can be used to conducted to examine the utility of applying
discover inter-audit patterns. Lee, Stolfo and fuzzy association rules and fuzzy episode rules
Mok [27, 28] have applied this method to the for off-line anomaly detection and real-time
problem of characterizing frequent temporal intrusion detection. Fuzzy association rules and
patterns in audit data. A notable feature of the fuzzy frequency episodes have used to extract
intrusion detection based on data mining is the patterns for temporal statistical measurements at
support it offers for gathering and operating on a higher level than the data level. They have
data and knowledge sources from the entire defined a modified similarity evaluation function
observed system. However, one major drawback which is continuous and monotonie for the
of data mining based approaches is that the data application of fuzzy association rules and fuzzy
required for training is very expensive to frequency episodes in anomaly detection,
produce. The mined rules or episodes are at the Recently, researchers started investigating
data level. This immediate dependency on data techniques like artificial intelligence [18],
may limit the flexibility of intrusion detection. autonomous agents [9], and mobile agent [20]

Since many current IDSs are constructed by architectures for detecting intrusions in network
manual encoding of expert security knowledge, environment. Mark Crosbie and Gene Spafford
changes to IDSs are expensive and slow. In [28] [9] suggested the use of autonomous agents in
a data mining framework proposed for order to improve the scalability, maintainability,
adaptively building intrusion detection models. efficiency and fault tolerance of an IDS. This
The central ideas are to utilize auditing programs idea fit well with the ongoing research on
to extract consistent and useful patterns of software agents in other areas of computer
program and user behavior, and apply data science.
mining programs to learn rules that accurately Most recent work in the area of intrusion and
capture the behavior of intrusions and normal anomaly detection has focused on architectures
activities. These rules can then be used for for the integration of multiple sensors. For
misuse detection and anomaly detection. They example, EMERALD [35] combine the decisions
proposed to use the association rules and of groups of highly specific base level sensors
frequent episodes computed from audit data as via a hierarchial decision-making process to
the basis for guiding the audit data gathering and yield a top level overview of the integrity of the
feature selection process. monitored system. This type of approach is

analogous to meta-learning schemes which boost
6.6. Fuzzy Logic the performance of multiple base-level “weak”

The advantage of using fuzzy logic is that it learners throu§h adaPtive combination, 
allows one to represent concepts that could be
considered to be in more than one category (or ' ONCLLSION
from another point of view it allows Anomaly detection methods were closely
representation of overlapping categories). There studied in the early 1980s and have since been
are two main reasons to introduce fuzzy logic for used in some prototypes and products. Over the
intrusion detection. First, many quantitative past twenty years, with particular emphasis
features are involved in intrusion detection can during the last five, many intrusion detection
potentially viewed as fuzzy variables. The techniques have been developed. Most of the
second reason to introduce fuzzy logic for available methods, however, were designed for
intrusion detection is that security itself includes specific applications, and each has its own
fuzziness. When using fuzzy logic, it is often idiosyncrasies. None of the intrusion detection
difficult for an expert to provide “good” approaches is sufficient alone- each addresses a
definitions for the membership functions for the different threat. A successful intrusion, detection
Ьхъщ N м Ш й . svj stem s,l\o\M vaüorçQwXs sän ека.1 Xkem. \î
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know the specific advantages and disadvantages 
of the different intrusion detection methods, we 
combine them more effectively and avoid using 
them for purposes for which they are not well 
suited. The unique advantage of anomaly 
detection may be utilized if it is complemented 
with other methods in order to cover its 
weaknesses.
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