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ABSTRACT

This paper develops the new solution for memory
testing based on transparent memory tests in terms of
pattern sensitive faults detection. Previous research
has outlined that the only march tests can be in use
now to test modem memory chips. Their transparent
versions are very efficient for the simple fault
diagnoses. The solution has been proposed in this

er dealing with the extension ot known
algorithms for the case of pattern sensitive faults.
Using the proposed technique it is possible to detect
pattern sensitive memory faults with a very high
probability. Experimental investigations show the
efficiency of the technique for simple faults, as well
as for pattern sensitive faults.

1. Introduction

As the complexity of digital systems
continues to increase, testing is consuming a
larger proportion of the overall development
costs. To overcome the shortcomings of the
traditional external testing of the complex digital
systems, different self-test techniques have been
proposed in many articles. Built-In Self-Test
(BIST) has become a major design for testability
vehicle in the last fifteen years and has been
employed at all levels of digital designs. The
density of memory chips as the major part of
digital systems has been increasing at a fast
pace. Memory chips having 1GB and higher are
on the horizon. More and more digital designers
comprise numerous embedded arrays. Modern
computer systems typically contain a variety of
embedded memories like cashes, branch
prediction tables or priority queues for
instruction execution. This trend is expe'x_;ted to
continue in'thé foreseeable’ruture. )

The-increasing ‘of integration density of thesé
memories has made the problem of bit-oriented
as well as wo%g- iented random access
memories (ﬂA’hﬁ) sting Hramatica’ﬂy compiex
because algorithms of complexity of O(N2) and
O(N32,where  is the number of cells in the
memory, are no longer acceptable, At the same
time the high fault probability makes it
necessary to carry out testing more frequently.
For efficient periodic testing, the memory

contents have to be recovered at the end of the

test, what is very important for a_wide range of
embedded memaries. For deterministic memory
msT march haye beEn wkJ ted
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2. TypesofMemory Faults

There are many kind of memory faults . The
most important of them are presented below|[3].

2 i Simple Faults

Simple faults are faults which are not linked,;
they can be classified as address decoder
faults(AFs), and as memory cell array faults
(MCAFs) consisting of single cell faults and
faults between memory cells. An address
decoder fault (AF) can only be present in the
address decoder. Memory cell array faults we

can divide into next way:

e single faults

¢ $LLck a( (SAF) g permanent stuck at o or
stuck at } fauk w may OExur in any

memory cell
™) o
o Cstuck-open "fault (SOF), 2An °%BF"in a
memory cell means that the cell cannot be

+ —Transition ’fau«lt (TF). A cell "tils to
undergo U-»l transition and/or 1->U
transition. . N
+ Data retention fault (DRF). A cell fails to
retain Its loélc value after some Penod of
time-
faults between memory cells
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Coupling fault (CF) involves two cells
(aggressor cell and victim cell). A write
operation that affects a 0->I or a I->0 state
transition in cell j (aggressor), changes the state
of another memory cell i (victim) (i?y) from s to
not s, independently of the contents of the other
cell. We can classifies the coupling faults as
following:

indempotent (or noninverting) coupling
faults, that is: A positive (or negative)
transition in a cell cj forces another cell c*to
a certain value 0 or 1;

inverting coupling faults, that is: A positive
(or negative) transition in cell g inverts the
state of a cell ¢*, irrespective of the value of
this state.

disturb faults (CFds) that is: A fault whereby
the victim cell is disturbed due to ry or a wy
operation (ye {0,1}) applied to aggressor cell.

Pattern Sensitive Faults [1] - The contents of a
cell, or ability to change the contents, is influenced
by the contents of all other cells in the memory.
These contents consists of a pattern, of Gsand Is, or
changes in these contents. The PSF can be
considered the most general case of the k-coupling
fault, namely the case whereby k=n (whereby n
represents all cells in the memory).

2.2. Linked Faults

A linked faults involves two or more simple
faults. A CF is linked with another CF when both
CFs have the same victim cell (this may cause fault
masking). When a TF is linked with a CF, and TF
is in the aggressor cell, the CF may not be
sentizable. When the TF is in the victim cell, TF
may be masked.

2.3Neighborhood Pattern Sensitive Faults

A Pattern Sensitive Fault (PSF) is defined
as follows [1]: The contents of a cell, or ability
to change the contents, is influenced by the
contents of all other cells in the memory. These
contents consists of a pattern of Gs and Is, or
changes in these contents. The PSF can be
considered the most general case of the k-
coupling fault, namely the case whereby k=n
(whereby n represents all cells in the memory).

The neighborhood is the total number of
cells involved in a particular fault model. The
base cell is the cell under test. The neighborhood
with the base cell excluded is called the deleted
neighborhood.
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The PSF model allows the deleted
neighborhood to take on any position in the
memory array. When the deleted neighborhood
is allowed to take on only a single position (such
that it surrounds the base cell), one speaks about
a Neighborhood Pattern Sensitive Fault
(NPSF). The NPSF model is therefore a subset
of the PF model. Three types of NPSFs can be
distinguished:

Active NPSF (ANPSF) also called a
Dynamic NPSF: the base cell changes its
contents due to a change in the deleted
neighborhood pattern. This changes consists
of a transition in one deleted neighborhood
cell, while the remaining deleted
neighborhood cells and the base cell contain
a certain patter.
e Passive NPSF (PNPSF): the content of the
base cell cannot be changed (it cannot make
a transition) due to a certain neighborhood
pattern.
» Static NPSF (SNPSF): the content of a base
cell is forced to a certain state due to a certain
deleted neighborhood pattern.

March Tests

March test consists of family of test which all
have’the same structure; they have proven to be
superior in terms of test time and simplicity.
This section introduces the notation used to
describe march tests and shows examples of
different march tests.

A march test consists of a sequence of march
elements; a march element consists of a
sequence of operations which are all applied to
a given cell, before proceeding to the next cell.
The way one proceeds to the next cell is
determined by the address order which can be
an increasing address order (increasing
addresses from cell 0 to n-1), denoted by the
"ft", or the decreasing address order, denoted by
the "U" symbol. The "0" address order has to
be exact inverse of the "U" address order (Van
de Goor 1991). For some march elements the
address order can be chosen arbitrary, this will
be indicated by the "I" symbol. An operation
applied to a cell, can be 'w0' ( write '0") , a wl,
a "rO" (read 0), or a "rl" operation.

A complete march test is delimited by the "{..}"
bracket pair; while a march element is delimited by
the "(...)" bracket pair. The following march test
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it (wO), ft(ro, wl); U(rlwO)}

is the MATS+ test (Nair, 1979). Tt consists ofthree
march elements, M0, Mi and M2. M2performs a rl
operation followed by a wO operation on a cell,
after which these two operations are applied to the
next cell.

4. TRANSPARENT Tests

The limited reliability of large hl'gh-dens°it,
memory chips requires periodic field-testing
without affecting the memory, contents..l.his is
a s0 ir’Portant . or aPP’IcatITMs reciuiring O
verify the integrity of a system before delivering
a critical service; for applications using
concurrent checking, e.g., duplication, error
detecting codes, where periodic testing is needed
to avoid long fault "latency that could enable
accumulation of faults; and for fault tolerant
Zystems based on recovery (fault detection must
e guaranteed between  check _points) an
eventually using reconfiguration by means o
spare units. Preservation of the R contents
aﬁ?er testing can be achieved by a transparent
BIST scheme.

Following the notation defined in previous
section the original MATS+ algorithm can be
written as (C(w(0); fl(r0, wl); U(rl,w0)} It can
be transformed into transparent test by deleting
the initialization phase and replacing read and
write opera\i})n with *f.ixed “0” or “1” values by
read an wrife operations with the appropriate
values [2]. For the transparent version {ft(ro,
*wa); U(rd ,wa);} a BIST session proceeds in
two phases changing from increasing to
decreasing address order. After each read
operation the obtained data are fed into the
signature analyzer, and at the end of the second

hase the final signature has to be compared to
a reference signature. This reference signature,
however, depends on the memory contents and
must be computed in extra “signature
rediction” phase before,the test can be started.
n general, the signature prediction phase
basically consists of all read-operations of the
complete tests. For the transparent MATS+
algorithm it is described by {fi(ro); U(m)} and
requires an extra time of 2n. The time for the
r'/vmrjlpthh mainfpnanpp fp*ct hacH nn \AA4THA+ ic

6n, which implies that one third of the test time
is required for signature prediction. This ratio is

similar for any of the known transparent BIST

algorithms.

the value 1
C% yalue

5. Using March Tests to Detect

Pattern Sensitive Faults,

Pattern sensitive faults involve many memory
cells. Therefore it is very difficult to detect
pattern sensitive faults [1]. In this section, results
of experiments concerning detection of pattern
sensitive faults using march tests with the new
proposed test technique has been presented. In

contrast to e traditional test techniques in
I/ICIt_El We Hon,(’i %o
(he charactedstic whicl]1

we ave to

calculate intraditional transparent techniques.

as mentioned, there exist three

n of psp these &u|B jnvo|ve
memory cells &‘im'ulta‘heously' they are very
difficult to detect. Let us consider an ;xample of
3SMNCHT Rigft gelle where fnfze’ of thep
and 101 delet iéells. Thé Bd¥ cell is Torcedl to
when t P bq1h<deleted cells contain
1. Let Us test this "memory using non-
transparent March LA test for ther first time and

the transparent one for the second time,

a) testing memory using non-transparent test
The non-transparent March LA test can be
presented in the following way:

n ff(roO,wl,wo,wl,rl); fi(rl,wO,wl,w0,r0);
pJ p2

v(ro, W|,W8, \\//VHK! LHJ’(H,WIO-I,\BJPW,O-I,I’HS; B’(rH}

loP1C OO Oil 100 101 ©P 111
Phasel O O O O O O O O
Phase2 1 1 1 1 1 1 1 1
Phase 3----- 0 0 0 o] 0 o] 0 0—
VAN 27-1~~ 10 . N, N I o
18 S e S S K e

The fault activates in the 2-nd and the 4-th phases
but the test doesn’t detect it

b) testing memOr%l u§)in9 trargsparent_test .
The transparerit Marcf}‘IﬁA test tan be predented in
* e following way:

{fi(ra, wa, wo, wa, ra); ((ra, wa, wa, wa, ra);
tjz,

v(ra, Wa,wa_, wa, ra), lU'(ré,Wa,Wa,vv_a,ra); lierai,
P4
P5 P6
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QoD 001 010 011 100 101 110 111 S ref appearance. During one test session we run the march

START— t-----0-----1-----0-----1-----0--—---}----0— 000_  test many times. Between tests we generate a random
A e .— 7 [— t— \----t------—- t—- -bit’s pattern. According to the generated pattern we

Bﬂgsgi <1:| Jjj té (j) liq JO 15i ? o8 change memory contents. After €ach test m the test
Peses 1 0o 1 O 1 o 1 O o000 session we come back to the original memory

contents using the same bit’s pattern. We can write

The fault activates in the 2-nd and the 5-th phases following scheme of memoiy testing:

but the test doesn’t detect it

Let us analyze the same fault as well as the same normal  normal  normal  normal

test but with a different initial memory state. NQKEE ™ working  working A working »
000 loot lo1o loil j100 1101 1110 T111 IS ref] TS TS TS TS

START 1 0 0 1 1 1 0 1 101

Phase2 0 1 1 1 0 0 1 1 001 where

Phase3 1 0 10 1 0 1 0

Phased 0 10 10 10 1 e t- time

Phase5 |1 0 [1 [0 1 10 11 10 . normal working - normal working of memory

It is visible that with this initial memory state * TS - test session
the existing fault is detected. According to the standard memory testing

It is visible from the examples mentioned above  technique during one test session we run test only
that there exists some faults which can t be detected  once. According to the proposed technique we run
by non-transparent tests. Using the transparent tests ~ march test many times during one test session. So

the success of the test depends on the memory  one test session we can write in the following way:
contents in the moment of the test initiation.

Assuming both random changes of the memory MarchJestC)
contents and frequently enough memory testing we for 0=0 i<k;i++)
can come to a conclude that traditional March
algorithms (in the transparent version) can be b-random bit's patternQ
successfully used in the detection of pattem sensitive memory =memory XOR b
faults. Tabl. 1 presents the probability of the March_tesl()
detection of pattern sensitive memory faults by the memory=memory XOR b
transparent version of some well known march tests }
where K - number of march tests during one test
Table 1. Pattern sensitive faults coverage (in %) session
Probability of detect of pattern sensitive! To make possible this idea we have to use:
TEST faults
PASSIVE STATIC  ACTIVE *  the transparent test;
MATS+ 24,71 38,47 25,78 e memory contents independent test technique.
MATS++ 24/11 3603 23,05
MARCH C- 48,93 65,62 67,58 Evely march test we can transform to the
MARCHA 24,71 ~—~76,46 ~ 7490 ~  transparent version[6].As for a memory contents
MARCH B 26,56 99,99 75,29 independent test technique - it is a technique based
MARCH LA 48,93 6592 7568 On modulo-2 address characteristic proposed. As

We can see that the probability of detection of pattem  shown in Figure 1, the modulo-2 address
sensitive faults is rather low. To increase this  characteristic compresses the memory contents to a
probability we have to test the memory more  characteristic C obtained as the bitwise modulo-2
frequently, but if the time period between test sessions ~ sum of all addresses pointing to 1 [2]. As opposed
is too short, the change of the memory contents may o traditional test technique, based on modulo-2
be too insignificant to allow the detection existing  address characteristic, in the proposed technique we
pattem sensitive faults. On the other hand if the time  don t ~ave to ca'cu'ate initial characteristic which
period between test sessions is too long, it is  we ‘ave to calculate in traditional technique based on
dangerous, the detection of fault will be too late. modulo-2 address characteristic [2]. The proposed

The new idea allowing the increase of probability  technique is fully independent of memory size and
of the detection of pattem sensitive faults is presented  contents. We calculate the characteristic in each
below. Using this technique we can detect pattem  phase of march tests. It is obvious that if there aren t

sensitive faults in the first test session after its
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any faults in the tested memory, the characteristics in
all phases ofthe test should be identical

RAM e
000 0
qaj q
address 0,0 1 data
> Oil 1 »
100 0
gl j aj
p- .
ull
111 0 0 101
C =100

Figure 1. Modulo-2 address characteristic for bit-
oriented RAMs.

Therefore after ending each phase of the test we
compare calculated characteristic with
characteristic from the previous phase (except for
the first phase of course). In the case of March LA
test:

{fi(ra, wa, wa, wa, ra); ((ra, wa,.wa, wa, ra)\

P2
P3
U(ra, wa,wa, wa, rd) ;U(rd,wa,wé,wa,ra) ; U(ro)}
P4

P5 P6

we compare, after the ending of phase P3,
characteristic from Phase P3 with characteristic
from phase P2, after ending of phase P4

characteristic from phase P4 with characteristic
with phase P3, after ending of phase P5
characteristic from phase P5 with characteristic
from phase P4 and after ending of the last phase
- characteristic from phase P6 with characteristic

from phase P5.
The test session time using the proposed

technique depends on the probability of the
pattern sensitive faults coverage we want. We
can write that:

T=£*M-extra time
where

.

T - test session time,

K- number oftest running during one
tpst spssion

t- time of one test using duri.ng test session
extrajime - time for generating the new bit’s
pattern and changing memory contents
between tests during one test session.
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Tabl. 2 shows the resulting test lengths for
some commonly used transparent march tests [7].

Table 2. Test time of comonly used transparent
march tests.

Algorithm Signature TEST Total time
prediction
mats+ 2n 4n 6n
March C— 5n 9n 14n
March A 4n 14n 18n
March B 6n Hin 22n
March X 3n 5n 8n
March LA In 21n 30n

We have to remember that according to the
proposed idea, we don’t need to calculate the

initial value of the signature before running the
test. Fig. 2 shows pattern sensitive fault coverage

(jn %) depending on the number of march test in
the test session for March LA test

100
W jpommmmmmmee- R
r ao- ——F: —]
K?O_ \ B e —
B — -1 e b e NS e
| sot-A i---- —
i j p-f—
I 9 — — - - F— — —1
*0r O | T
e 7 ~r~r 17 ~1
1 2 3 45 6 7 8 9 10

nUnher cfteedRAgtest LLRON

Figure 2: Simulation results (passive pattern
sensitive fault coverage in %) for a 32Kbit memory

following tables show simulations of
results of passive, active and static pattern sensitive
faults coverage for the proposed technique, using
different march tests. Simulation was done for

32Kbit memory and many well known march tests.
por eacb 0f march test the number of tests

during one test session was changed from zero to
ten prom the results we can see we should run
about eight march tests during one test session to
ensure the high pattern sensitive faults coverage.

Table 3. Passive pattern sensitive fault coverage
in % for proposed technique

number of tests during one test session |

2 4 6 8 10

MATS + 56,25 77,63 _ 84,96 9141 9502
-------- ~65rTOIrTolF~961 07"

march c. 85,64 9658 9873 99,12 99,22

MARCHA 56,25 7426 85,70 92,20 94,03

MARCH B 58,60 74,41 88,09 9150 94,53

[MARCH LA 71,29 92,48 96,97 9893 99,20
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Table 4. Active pattern sensitive fault coverage
in % for proposed technique

number of tests during one test session
n 2 4 6 8 10
MATS + 48,63 62,30 62,69 63,76 68,35

YT o —— 48j92-----60,25-----64/15---- (JIM — 65,00

:MARCH C- 94,92 98,82 99,51: 99,99 99,99
MARCHA 97,94 99,70: 99,85 99,94 99,99
MARCH B 97,75 99,51 99,70 99,91 99,97
MARCH LA 98,73 99,71 99,91 99,98 99,99

8. Conclusions

This paper presents the companson of the
behaviour of transparent tests in terms of pattern
sensitive faults detection. It is proposed that the
new technique allows the detection of pattern
sensitive faults with a very high probability.
According to this technique during one test
session we run march tests many times. From the
experimental results we can see the very high
probability of the detection of pattern sensitive
faults, which we get when we use March LA or
March C-tests.

éfj#)le 5. Static pattern sensitive rault coverage in
o for proposed technique

Test number of tests during one test session

2 4 6 8 10
YT S — 75010-—- L 1-—-94713-----96,09 97,95
MATS ++ 72,85 87,99 93,94 96,78 98,05
MARCH C- 9511 97,96 99,98 99,99 99,99
MARCHA 9716 99,71 99'80 99,99 99,99
MARCH B 9999 9999 99,99 9999 99 99
MARCH LA 9590 99,31 99,90 99,96 99,99
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