
GRAPH COLORING: AN EXACT ALGORITHM BASED ON 
PRELIMINARY VERTEX ORDERING

A. Zakrevskij and I. Vasilkova

Institute of Engineering Cybernetics of National Academy of Sciences of Belarus, Surganov str., 6, 
220012, Minsk, BELARUS, zakr@newman.bas-net.by

ABSTRACT Third, a special attention is paid to minimize the
, . , . time spent in inner cycles. Some means of non-

The well-known graph coloring problem is abundant logical inference are used for that,
regarded in this paper. A new algorithm is The suggested algorithm has been programmed
suggested an investigate , ase on lxing ancj subjected to computer experiments the results
vertex ordering, which allows to minimize the o f which are given below.
run-time o f inner cycles. A  series or computer
experiments on a flow of pseudo-random graphs 2 . GRAPH REPRESENTATION AND VERTEX
having up to thousand vertices was conducted to __ ^r- j . j  г ,i ,. i ,i ORDERING find dependencies of the run-time and the
chromatic number on the number of vertices. The Let us regard a graph G presented on fig. 1. 
area of preferable application of the algorithm is
estimated.  ̂ 7

1. I n t r o d u c t i o n \ \  3  ?  S f
The problem of graph coloring is a good V  I \ /

example of a hard combinatorial problem that A  ] /
seems will never be solved completely [1, 2]. It j  5 V
has a lot of useful applications in different i /
theoretical and engineering areas and that is why . 6 ' 8
practically efficient algorithms for its solution are
needed and developed - chiefly approximate Figure 1 Graph G 
[3, 4], because exact ones could be too expensive.
Nevertheless, the latter are sometimes quite adjacency Boolean square matrix G looks as
necessary, if only because for estimating the follows- 
quality of solutions produced by heuristic
algorithms. 1 2 3 4 5 6 7 8

That argument stimulated constructing an 1 0  1 1 0  1 1 0  0
exact algorithm described in this paper. It is based 2 1 0 0 1 0 0 1 1
on the well-known tree searching technique used 3 1 0  0 1 1 1 1 0
already before for the same problem [5, 6 ]. Some 4 0 1 1 0 0 0 0 1
new rules are added to it in order to speed up the 5 1 0  1 0  0 1 1 1
search 6 1 0  1 0  1 0  0 1

e- f  j  j  . 7 0 1 1 0 1 0 0 0First, the vertices of any regarded graph are 8 0 1 0  1 1 1 0  0
ordered preliminary, to avoid spending much time
to look for the next vertex each time. In its turn, The following procedure is applied for
that decision implies the task of finding some ordering the vertices (similar to that used in the
optimal order (or rather sub-optimal, to be heuristic algorithm for graph coloring suggested
realistic) on the set of vertices. in [7]). One by one, it finds in a regarded graph G

Second, a convenient data representation by vertices of minimum degree (corresponding to
Boolean vectors and matrices is used. That rows in matrix G with minimum number of Is)
enables to execute the most of fulfilled work by and eliminates them together with incident edges,
efficient component-wise operations over If several vertices have the minimum degree, the
Boolean vectors. first of them is chosen. In such a way some linear

order is constructed on the set of vertices. After 
that it is reversed.
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In our example, vertices with numbers 4, 2, 7, Going back (to the left) we try to re-color the 
8 , 1 ,3 ,5  and 6 are selected consecutively, so the current vertex with paints not used yet. If there are
reverse order (6 , 5 ,3 , 1, 8 , 7, 2, 4) is accepted. no possible alternative, we continue to retreat to the 
The vertices are renumbered for convenience left until find a new possible paint for some vertex,
(set (6 , 5, 3, 1, 8 , 7, 2, 4) is mapped onto (1, 2, 3, In that case we re-color the vertex and switch to the
4, 5, 6 , 7, 8 )) and the adjacency matrix G is going forward mode. If we return to the root of the
correspondingly transformed: tree, the algorithm terminates, and the last saved

1 2 3 4  5 6 7 8 solution turns out to be optimal.
Let us demonstrate this algorithm on the given

1 0 1 1 1 1 0 0 0 example, first with not ordered yet set of vertices.
 ̂ ! ? n i n I n ? Matrix G could be simplified for convenience - by

4 1 1 1 0  0 0 1 0  deleting all Is in the top-right half. 

5 1 1 0 0 0 0 1 1
6 0 1 1 0 0 0 1 0  1 2 3 4 5 6 7 8
7 0 0 0 1 1 1 0 1  1 0 0 0 0 0 0 0 0
8 0 0 1 0 1 0 1 0  2 1 0 0 0 0 0 0 0

3 1 0 0 0 0 0 0 0
3. TREE SEARCHING TECHNIQUE 4 0 1 1 0 0 0 0 0

5 1 0 1 0 0 0 0 0
Consider a growing tree which levels 6 1 0  1 0  1 0  0 0

correspond to the vertices of graph G, according 7 0 1 1 0 1 0 0 0
to the given order: the first level (the nearest to 8 0 1 0  1 1 1 0  0
the root and shown on the left in figures presented „ , , ,. . .  j  » г* , Suppose we have an ordered set of paints a, b,oelow) corresponds to the first vertex, the second , ,  . ,. , , , ,j  Hpi.  ̂ 1 1 ■ r c, a, e, j ,  ... . According to the formulated above:o the second, etc. lhe process of looking tor , r- , c  _ , • , , ,, , . r. •, „  b . rules, we find first coloring (a, b, b, a, c, d, a, e ) forsome optimal coloring ot graph G may be ,, ~ c _ 0. , . . \■ Г . 1 » * j  ■ ■ vertices (1, 2, 3, 4, 5, 6 , 7, 8 ) and memorize it. As aregarded as moving along the tree and increasing \  , r- ,,T. j , -  , , . result, matrix С takes the following value::t by adding new branches, lhe current vertices
are colored and re-colored by that, according to . 1 2 3 4 5 6 7 8
'-he following rules. fl i 0 0 1 0 0 1 0

Suppose we can use for coloring q different 6 0 1 1 0 0 0 0 0
paints ci, c 2, c q and can vary q during the с 0 0 0 0 1 0 0 0
coloring process, for example beginning with q=n d 0 0 0 0 0 1 0 0
the number of vertices). Let us present the e 0 0 0 0 0 0 0 1

errent result of coloring by Boolean matrix С : The found solution has five paintSj g0 we ^
-, 1 iff vertex Vj was given paint c k. looking for some other solution with not more than

There are two different operations: coloring four paintg . pajnt e is forbidden from now on. The
-nd re-coloring. search for that is illustrated by fig. 2 .

Going forward (to the right) we regard some
current vertex v, and color it selecting the minor 1 2 3 4 5 6 7 8
rossible paint from c t, с ?, ..., с, already used for . .  a _  ̂  ̂_ . a __ c __ d  — a __ e  +
coloring left vertices, adding to them new paint ^ _#
: if t<q. Note that paint p k is possible if the c  c _^ __a __a +
::-llowing condition is satisfied . .  c  J._ a _^ __ ^

g (A C ^ 0,

»hich is not difficult to check when using the Figure 2. Search for a best coloring of graph G 
suggested graph representation.

Having done that when i=n (coloring the last Returning to the nearest vertex for which some
■•ertex) we have a solution, the first one or better other paint is possible - number 7 in our example,
nan any found before. W e save it, diminish q by we use paint d  for it. But in that case the next
me in order to look later only for better solutions, vertex 8 cannot be colored by any o f the allowed
r:d  go one step back, to vertex v,.h We go back four paints. Hence we have to go back, this time to
i-50 when there is no possible paint for coloring vertex 4. Comparing the corresponding row

regarded vertex. 0 1 1  0 0 0 0 0
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of reduced matrix G w ith rows of C,  taken one by Ю £ ---------— ГГ75--------- ------------ ------------—
one beginning with c a , we find that the first row 9 ------------ —:-------- ---------- -̂f>=0 5 -------------------
which does not intersect with it is c c . Hence we 8 ----------- •-------------- ---------------------------------------
re-color vertex 4 using paint c .  7 -----•••••------------ 010---------------------------- _ q 25 ■

The new' branch leads to the four-paint solution g __ __ 1-0 □□□ 00Q о—J---------------i  é l l i i i i i i i i i i * —j
(a, b, b, c ,  c ,  d, a, a), better than the previous one. 5 , ,__ __________ _______________*___________
So we memorize it and continue the search, looking 4 Пппш ІІііШ Ш  
now for solutions having three paints or less. 3 <****-** 
Returning to vertex 3 we initiate the fourth branch 2  
of the search tree, but reaching vertex 6 see that 
finding better solution is impossible.

That search process is much simplified by n
prelim inary ordering the vertices. In that case 10 30 ^  50 60 
they get new numbers, and the simplified
adjacency matrix looks as follows: Figure 4 The dependence of the chromatic

1 2 3 4 5 6 7 8 number (g) of pseudo-random graphs on the
number of vertices n

1 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0  к , t-u a a f  , v ■ r-3 1 1 0 0 0 0 0 0 As to the dependence of run-time t on n, it is far
4 1 1 1 0  0 0 0 0 more comphcated, being not so steady and is
5 1 1 0 0 0 0 0 0 characterized by a big dispersion, as could be seen
6 0 1 1 0  0 0 0 0 from tabl. 1.
7 0 0 0 1 1 1 0 0
8 0 0 1 0 1 0 1 0 Table I. The dependence of the run-time t on «and/?

The search tree becomes this time very simple t t
(fig. 3), because the first branch presents an n -------------------------- -------------  n ------------
optimal four-paint solution. p=0.25 p=0.50 />=0.75 p=0.25

1 2 3 4 5 6 7 8 о о О й  Г “
— a  — b — с — d —с — a — b — a — + 18 0 0 0 41 3

19 0 0 2 42 1

Figure 3. Search for a best coloring of graph G ?1 0 0 22 44 38
after preliminary vertices ordering 22 0 0 23 45 17

23 0 0 2970 46 67

4 . E x p e r im e n t s  25 0 1 2885 48 ?

A series of experiments were conducted on a  ? 0 49 214
27 1 0 50 38

flow of pseudo-random graphs with controlled 28 0 0 51 43
parameters n (the number of vertices) and p  (the 29 0 5 52 291
density o f edges, i. e. the probability of existing 30 0 10 53 757
an edge connecting two arbitrary vertices). Two 31 0 1 54 85
dependencies on n  and p  were investigated: the ^3 1 28 56 54
chromatic number y  and the run-time t. The 34 0 23 57 28
obtained results are shown below. 35 1 24 58 6

Fig. 4 presents the dependence of chromatic 36 0 231 59 7
number y of random graphs (for three values of p :  38 0 ^  ^
0.25, 0.50 and 0.75) on the number of vertices n. It 39 1 3458 62 1315
looks rather steady, which enables to predict the _____ _______________ j________ ______ ________
value of y for arbitrary graphs. At the same time, it is
interesting to note that in the region covered by Time t is varying by rather an unpredictable way,
experiments this dependence significantly differs jumping between ones, tens, hundreds and thousands,
from the asymptotic evaluation y(«)=/?/21og2«  h  depends greatly on the number of levels of the tree
adduced in [8] for /т=0,50: y turns out to be at least where the search takes place. As a rule, it grows with
two times larger. increasing of the chromatic number, but not

obligatory.
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Additional experiments were conducted on a n. That becomes clear after analyzing the results of
series of pseudo-random graphs which chromatic similar experiments conducted under />=0.50 and
number was specially decreased and made equal to /»=0.75 and presented in tabl. 3, 4.
parameter k, less than chromatic number y typical Each of these experiments can be regarded as a
for given n and p. recognition process - finding the unique good

Such a graph could be obtained from the same solution defined by к and hidden in matrix G. The
pseudo-random graph with parameters n and p  as probability of existing a better solution (with у<k)
before, splitting by random the set of its vertices is rather low. Nevertheless, it happens sometimes -
into к non-empty parts and deleting inner edges in such events are marked in the tables with bold
them. It should be noted, that in that case the value entries in /-columns, 
ofp  is decreased by 1 Ik.

The next tabl. 2  presents the results o f  Table 3. The dependence o f  the run-time t on n
continuation o f  the previous experim ent under under k=4, 5, 6, 7, 8 and/7=0.50 

/7=0.25 fo r k=3 ,4  and 5 instead o f  6, beginning with
«=62. It could be seen from them that the run-time t T t
is much less compared to the previous experiments n n
characterized by the same n and p. The entry *** k-A k-5 £= £=
means that the tun-time exceeds 30 minutes. By 6 7
reaching that the experiment was interrupted. j ÿ  q  q  | 4 о П — 1------ 39--------- 25--------- 5—

400 1 1 50 3 40 26 5
Table 2. The dependence o f the run-time t on n 500 2 2 60 0 41 38 5
under k = 3 ,4 ,5  and /7=0.25 600 3 3 70 2 42 12 7

-------------- -------------- -------------- -----------------------------  700 5 6 80 1 43 3 1
t t 800 6 7 90 41 44 4 1927 

_________  _________ _________  900 9 1 100 0 45 5 541
" 3 " t=4 5 1000 12 14 110 3 46 20 949 

________________________________________________  111 1 47 14 101

62 0 62 ] 548 J ! '  *** I I  66 6
300 1 63 1 35 %

700 2 64 6 48 51 144 7
800 4 65 18 3 „  ]40
900 5 66 20 4 g  , ^ 2

ЮОО 6 67 92 29 54 140 2054
68 74 33 c j ***
69 159 32 56 157

70 19 9 57 766
71 20 18 58 570
72 19 28 59 572
73 26 220 An ~,~
74 45 108
75 47 203 62 3U
76 6 5t 5 63 401
77 10 559 64 222
78 25 122 65 56
79 94 308 66 517
80 552 2 cn ***81 21 1450 -------- ------------------ -------- -------- -------- -------- ----------

82 38 *** These results show that when there exists a
83 3884 200 good exact solution with low y, it could be
85 532 discovered by the suggested algorithm even for
86 735 big n.

87 730 The m ost in terestin g  in that sense is the case
88 ^ 70 w ith /7=0.75 and k=9. With increasing of n the
90 347 run-time is changed at first chaotically, but then
91 269 becom es sm a lle r and sm a lle r g o in g  dow n to o n ly  

__________________ 92 *** _____________  seconds w h en  n is m easu red  b y  hundreds.
That could be explained as follows. When n

teaching *** does not mean that exact increases, there rises also the mathematical expectation
itLrions could not be found for bigger values of of the number of such first vertices in the ordered
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