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A bstr a ct

In this paper we studied two different classifiers 
fusion algorithms exploiting the combination 
weights expressed over the entire data space and 
the combination with data dependent weights. The 
following aggregation schemes are employed in 
the study: the majority vote, the averaging, the 
combination via Choquet integral with the X fuzzy 
measure, the combination via space partitioning 
and classifier selection approach, and the 
combination via Choquet integral with the data 
dependent X - fuzzy measure.

1. In tr o d u c t io n

It is well known that a combination of many 
different neural networks can improve classification 
accuracy. The concept of combining proposed as 
early as 1965 [1] and has been studied by many 
authors. A variety of schemes have been proposed 
for combining multiple classifiers. The approaches 
used most often include the classifiers fusion 
algorithms with the combination weights expressed 
over the entire data space and data dependent 
combination weights. In classifiers fusion schemes, 
classifiers outputs are combined to achieve a "group 
decision”. The most often used classifiers fusion 
schemes with the combination weights expressed 
over the entire data space are: the majority vote [2- 
4]; the probability schemes [5]; the weighted 
averaging [4, 6-9]; the Borda count [10]; the Bayes 
approach [2, 3], fuzzy connectives [11], 
combination through order statistics [12], and 
combination by a neural network [13]. and the fuzzy 
integral [14-16]. Combination with data dependent 
weights attempts to predict which group of 
classifiers is most likely to be correct for a given 
sample [4, 7, 17- 20]. The use of data dependent 
weights, when properly estimated, provides higher 
classification accuracy [18].

Numerous previous works on neural networks 
committees have shown that an efficient committee 
should consist of networks that are not only very 
accurate but also diverse in the sense that the 
networks make their independent errors in different 
regions of the input space [21, 22]. For a instance,

the combination of two neural networks that agree 
everywhere cannot lead to any accuracy 
improvement, no matter how ingenious a 
combination method is employed.

It has been recently shown that the half&half 
bagging through the majority voting rule is capable 
of creating very accurate committees of decision 
trees [23]. Data sampling by half&half bagging 
focuses on most often miss-classified data points 
from training data set. We used this sampling 
technique when training members of the committee.

From the previous investigation in classifiers 
fusion [4, 8, 9] we found, that the Choquet integral 
based combination method with the ^-fuzzy 
measure is competitive with other schemes 
exploiting more sophisticated fuzzy measures.

The main issue investigated in this paper is the 
feature space partitioning scheme aiming to create 
neural network committees specific for each region 
of the partitioned space.

The paper is organised as follows. In the second 
section, the databases used are described. The idea 
of half&half sampling is briefly described in the 
third section. Section four presents background on 
data space partitioning and classifier selection 
approach. The X-fuzzy measure and fuzzy integral 
are described in the fifth section. Section six 
presents the combination schemes involved. The 
experimental procedures and the results of the 
experiments are described in section seven. Finally, 
section eight presents conclusions of the work.

2. D a ta

The ESPRIT Basic Research Project Number 
6891 (ELENA) provides databases and technical 
reports designed for testing both conventional and 
neural classifiers. All the databases and technical 
reports are available via anonymous ftp: 
ftp.diceMclac.be in the directory pub/nenra- 
netl/ELENA/databases. From the ELENA project 
we have chosen one data set representing artificial 
data (Clouds), and two sets representing real 
applications, Phoneme and Satimage.

The data sets used are summarised in tabl. 1. 
The errors presented in the tabl. 1 are taken from 
the ELENA project. The errors presented are the
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average errors obtained in the ELENA project 
when using MLP with two hidden layers of 20 and 
10 units, respectively.

Table 1. Summary of the data sets used.

3. H a l f& H alf  S a m plin g

It has been demonstrated that the AdaBoost 
algorithm [24] generates committees of low 
generalisation error [25]. The AdaBoost is a complex 
algorithm. Breiman has recently proposed a very 
simple the so-called half&half bagging approach
[23]. When tested on decision trees the approach was 
competitive with the AdaBoost algorithm.

The basic idea of the half&half sampling is very 
simple. It is assumed that the training set contains 
N  data points. Suppose that к classifiers have been 
already constructed. To obtain the next training set, 
randomly select a data point x. Present x to that 
subset of к classifiers, which did not use x in their 
training sets. Use the majority vote to predict the 
classification result of v by the subset of classifiers. 
If x is misclassified, put it in set MC. If not, put л: 
in set CC. Stop when the sizes of both MC and CC 
are equal to M, where 2M<N. In [23], M=N/A has 
been used.

4. Space  Pa r t it io n in g  and  C l a ssifier  
Se lec tio n

Let Z={zhz2,...,zL} is a set of classifiers and 
Q={qi,q2, is a set of class labels. Each 
classifier assigns an input vector xe4Rn to a class 
from Q, i.e., Zf. 91”“*^.

4.1. The Most Often Used Space Partitioning

The basic idea of space partitioning (SP) is 
very simple, we just have to divide the entire 
feature space 9?” into К  >1 regions with the 
reference point v; representing the i th region. 
The reference points are found by performing c- 
means or frequency-sensitive competitive 
learning clustering technique. The regions 
obtained are then denoited: 9iy, 4R2, •••, 9Як [4,20].

4.2. Proposed Space Partitioning

Usually, defining the regions the training data set 
is taken as is. These regions are not related to the 
classification regions, nor do they need to have a 
specific shape or size. We found that the 
classification performance is improved when only 
so called the "hard boundary points" for 
classification are used to find the reference points v,.

Breiman defined the "hard boundary points " as 
data points laying on or near the boundary between 
classes and being consistently miss-classified by a 
constructed committee [23]. We define our "hard 
boundary points" as the data points miss-classified 
by any member in the committee. These points are 
filtered out from the training data set by members 
of the committee and are used to find the reference 
points v,. The data point is labelled as "miss- 
classified" if at least one member miss-classifies 
the given training data point. The regions and the 
reference points are found by using a data 
clustering technique.

4.3. Classifiers Selection (Design Phase)

When the space is partitioned into the regions 
91/, then we should select which
classifier from the Z={zi,z2,...,zL} will operate in
91,. Using the data points from the '.R„ we estimate 
the classification accuracy of each member in the 
committee. The classifier Zj(k) with the highest 
accuracy is nominated for data classification in the 
region 9t,.

The presumption in classifier selection is that 
each classifier is "an expert" in some local area of 
data space. Space partitioning and classifier 
selection gives at least the same classification 
accuracy on the training data as the best member in 
the committee Z [20].

4.4. Classifier Selection for Data Classification

The classifier selection (CS) method for the 
data classification works in the following way. For 
any sample хе9Г, find the nearest cluster centre 
from vi,...,vK. The index of the region is 
determined in the following way:

k = arg min af(x,v.) ( 1)

with d(x, v,) being the Euclidean distance between 
the data point x and vector v, representing the i th 
region. Use to label x in region k.

The number of classifiers L is not necessarily 
equal to the number of regions K. Some classifiers 
might never be selected. Often, even the classifier

Data Set Clouds Phoneme Satimage

# classes 2 2 6

# features 2 5 5

# samples 5000 5404 6435

Error % 12.3 16.4 11.9

Bayes % 9.66 — —
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with the highest average accuracy over the whole 
data space might be never selected into the final 
set. On the other hand, one classifier might be 
nominated for more than one region.

5. B a ck g r o u nd  on  Я-F uzzy  M easu re  
and  F uzzy  In te g r a l

Definition 1. A set function g:2Z->[0,1] is a 
fuzzy measure if

1. g(0)=0; g(Z)=l ,
2. i f  A ,B a2z and A aB  then g(A)<g(B),
3. if  An c 2  for 1 <n<oo and the sequence {A„} is 

monotone in the sense of inclusion, then
lim g(An) = g(  lim An).

n— n—>0O
In general, the fuzzy measure of a union of two 
disjoint subsets cannot be directly computed from the 
fuzzy measures of the subsets. Sugeno [26] 
introduced the decomposable so called A-fuzzy 
measure satisfying the following additional property

g(AuB)=g(A)+g(B)+Xg(A)g(B) (2)

for all A,Br\Z and AnB=0, and for .some X>-1.
Let Z={zj, z2,...zL} be a finite set (a set of 

committee members in our case) and let g =g{ {?,} )■ 
The values g‘ are called the densities of the 
measure. The value of X is found from the equation 
g(Z), which is equivalent to solving the following 
equation:

Л + 1 -  Р1(1 + Л£') (3)

When g  is the Я-fuzzy measure, the values of 
g(Aj) can be computed recursively as follows

g(A/)=g({z , } )=g  

g ( A )  = g l +g{Ai_x) + X g lg(At_i),

(4)

(5)
for 1 < i <  L

Fuzzy measures are significantly more 
expressive comparing to classical measures. Let us 
issume that we are given a fuzzy measure space 
Z, 2Z' g) and sets A,Bc2z such that Ar\B=0 and 

A^Bd2z. A fuzzy measure g  is then capable of 
capturing any of the following possible situations:

g(A^B)>g(a)+g(B), which expresses some 
inherent complementary or positive synergy 
between A and В with respect to the property 
measured by g;

I g(A'uB)<g(a)-Tg(B), which expresses some 
redundancy or negative synergy between A and В 
with respect to the property measured by g;

3. g(AuB)=g(a)+g(B), which expresses the fact
that there is no interaction between A and В in
terms of the property measured by g.

The probability theory, which is based on the 
classical measure theory, is capable of capturing only 
the situation (c). This illustrates that the fuzzy 
measure theory provides a broader framework than 
the classical measure theory. However, to utilise this 
broad framework, we need to construct fuzzy 
measures that express the actual interaction among 
sets with respect to properties of interest.

Definition 2. Let g be a fuzzy measure on Z. 
The discrete Choquet integral of a function 
h:Z—̂ fl+ with respect to g is defined as

Cg{h(zl ),...,h(zL) } = ^ { h ( z i ) - h ( z i_])}g(Ai ) (6) 
/=1

where indices i have been permuted so that 

0<h(zi)<. . .<h(zL) < l ,  Aj = {zb ...,zL}

and h(zg)—0.
There are a number of interpretations on the 

meaning of fuzzy integral. A fuzzy integral can be 
understood as a fuzzy expectation, the maximal 
grade of agreement between two opposite 
tendencies [27], or the maximal grade of agreement 
between the objective evidence and the expectation
[16]. In this paper, a fuzzy integral is considered as 
a maximum degree of belief for an object to belong 
to a certain class.

6. C o m bin a tio n  Sc h em es  U sed

In our investigations we used four combination 
schemes, namely the majority vote, averaging and, 
combination by the Choquet integral with the ^-fuzzy 
measure. Next, we briefly describe the combination 
schemes used.

6.1. M ajority Vote

The correct class is the one most often chosen by 
different classifiers. If all the classifiers indicate 
different classes, then the one with the overall 
maximum output value is selected to indicate the 
correct class.

6.2. Averaging

This approach simply averages the individual 
classifier outputs. The output yielding the 
maximum of the averaged values is chosen as the 
correct class q\

( 1 L
■ arg max y , —L ^ y

/=1
(7)
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where Q is the number of classes, L is the number 
of classifiers and yn represents the /-th output of the 
/'-th classifier.

6.3. Combination by Choquet Integral

We assume that committee members have Q 
outputs representing Q classes, and data point x 
needs to be assigned into one of the classes. The 
class label с for the data point x is then determined 
as follows:

с = arg max C„ (q) (8)
g=l,.,Q *

where Cg(q) is the Choquet integral for the class 
q with respect to the Л-fuzzy measure g. The 
densities of the measure and the values of X are 
determined through minimisation of the 
classification error for the training data. For 
this purpose the random search procedure was 
invoked [28]. The values of the function h{z) 
that appear in the Choquet integral are given by 
the output values of members of the committee 
(an evidence provided by the members).

6.4. Combination by Choquet Integral With 
Data Dependent Densities

This approach assumes that data space is 
partitioned into К  regions with reference point v, 
representing the /-th region. The densities of the 
measure and the values of X are determined in each 
region.

Assume that the committee members have Q 
outputs representing Q classes and data point x 
needs to be assigned into one of the classes. Then 
the class label с for the data point x is determined 
as follows:

c = arg max С k (q) (9)
<7=1,..,2 8

where Cgk(q) is the Choquet integral for class q 
calculated in region k. The index of the region is 
determined in the following way:

к = arg min <i(x,vz) (10)

with d(x,Vi) being the Euclidean distance between 
the data point x and vector v, representing the i th 
region.

7. E x pe r im e n t a l  T esting

All comparisons between different classifiers 
in the ELENA project have been done using the 
Holdout method with equal training and testing 
parts of the data. To make the comparisons

feasible, we have also used equally sized 
training and test data sets.

In all the tests presented here, we train a set 
of one-hidden layer MLPs with 10 sigmoidal 
hidden units using the Bayesian inference 
technique [29, 30] -  to obtain regularised 
networks. We run each experiment seven times, 
and the mean errors presented are calculated 
from these seven trials. In each trial, the data 
set used is randomly divided into training and 
testing parts of the same size. In the half&half 
sampling approach, the size of the data sets MC 
and CC was set to M -N ieam /4, where Niearn is 
the size of the learning set.

Tabl. 2-4 summarise the results of the 
experiments. In the first set of experiments we 
trained 20 neural networks with half&half 
sampling technique and combined them using 
the majority vote, the averaging, and the 
Choquet integral based technique with one 
common for the entire data space X-fuzzy 
measure. For this round of tests, the data space 
was not partitioned (column named J£=l). The 
following notations are used in the tables: Mean 
stands for the percentage of the average 
classification error, Std is the standard deviation 
of the error, The Best stands for the single neural 
network with the best average performance, MV 
means majority vote, AV  stands for the 
averaging, and Cl means the Choquet integral 
with the X fuzzy measure.

The MV and AV  treat classifiers equally 
without considering their differences in 
performance and do not require any special 
training. A half of data from both learning and 
test data sets was used to estimate the densities 
of ?t-fuzzy measure in CI. The fuzzy measure 
has been learned through the minimisation of 
the classification error.

As can be seen from the tables, there is an 
obvious improvement in classification 
accuracy when combining networks. The 
achieved performances can be compared with 
the error rates obtained in the ELENA projects 
(tabl. 1). The AV is always slightly better than 
the MV combination method however the 
difference is not statistically significant. The 
CI provided the best overall performance.

For the Clouds data set the classification error 
is quite close to the theoretical one. Therefore, 
any improvements are hardly achieved.

150



Minsk, Belarus, October 2-4, 2001

Table 2. Performance o f  the neural network committees for the Clouds data.

£ =  1 A=10 K =20 K=  50 £= 100
Mean Std Mean Std Mean Std Mean Std Mean Std

The best 10.77 0.18
MV 10.42 0.20
AV 10.38 0.26
CI 9.85 0.13
SP&CS 10.48 0.33 10.36 0.42 10.12 0.18 9.89 0.25
SPmc&CS 10.34 0.11 10.17 0.10 9.92 0.18 9.79 0.18
CI+SP 9.78 0.11 9.75 0.11 9.72 0.10 9.77 0.15
Cl+SPmc 9.76 0.08 9.72 0.04 9.70 0.06 9.71 0.08

Table 3. Performance o f  the neural network committees for the Phoneme data.

K= 1
Mean Std

K=  10
Mean Std

K=  20
Mean Std

K^5 0
Mean Std

£=100
Mean Std

The best 
MV  
AV  
CI
SP&CS
SPmc&CS
CI+SP
Cl+SPmc

15.07 0.86
11.20 0.20
11.10 0.11
10.83 0.31

14.00 0.39
13.53 0.31
9.36 0.30
9.22 0.22

13.53 0.48
12.54 0.26
9.10 0.21
8.84 0.12

12.10 0.31
10.61 0.29

8.95 0.20
8.72 0.14

10.82 0.40
10.25 0.20
9.07 0.29
8.74 0.16

Table 4. Performance o f the neural network committees for the Satimage data.

K=  1 £= 10 £ =  20 £ =  50 £= 100
Mean Std Mean Std Mean Std Mean Std Mean Std

The best 11.87 0.21
MV 10.37 0.19
AV 10.23 0.18
CI 9.80 0.22
SP&CS 11.60 0.24 11.13 0.21 10.70 0.22 10.35 0.25
SPmc&CS 11.12 0.19 10.44 0.19 10.18 0.19 9.09 0.13
CI+SP 9.09 0.12 8.79 0.17 8.48 0.09 8.37 0.19
Cl+SPmc 8.92 0.21 8.53 0.15 8.45 0.10 8.31 0.17

With the second set of experiments we were 
aiming to investigate the possibility to increase 
the classification accuracy with already trained 
20 neural networks using the space partitioning 
techniques. The whole data space was 
partitioned into K= 10, 20, 50, and 100 regions. 
In the tests the fuzzy с-means clustering 
technique was used.

The following additional notations are used in 
the tables: SP&CS - usual space partitioning 
with combination by classifier selection 
approach; SPmc&CS -  the proposed space 
partitioning obtained by using miss-classified 
data points and classifier selection approach; 
CI+SP -  the combination by the Choquet 
integral with data depended densities estimated 
in the space regions partitioned by SP; Cl+SPmc
-  the combination by the Choquet integral with

data depended densities estimated in the space 
regions partitioned by proposed SPmc.

As can be seen from tabl. 2 and 3, the 
classification by classifier selection approach with 
new space partitioning algorithm (SPmc) 
outperformed the classification by classifier 
selection with standard space partitioning 
algorithm SP. The result is explained by examining 
the Clouds data set in fig. 1 and 2. The fig. 1 shows 
the 10 regions with reference points (pentagrams) 
distributed over the whole feature space by SP and 
fig. 2, shows the 10 regions and reference points 
obtained by using the miss-classified data points. It 
is obvious, if all classifiers agree in some regions 
then this region is out of interest. The SP distribute 
the reference points v; over the entire data space 
without considering class labels and a part of v* 
stack in the space parts where appearance of data 
points from more than one class is very rare.
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X1

Figure 1. The Clouds data set with 10 reference 
points (“pentagrams”) obtained by using the 
whole training data set (SP).

For the C l combination method with data 
dependent densities (CI+SP and Cl+SPmc) 
when К  is very high (7^=100), the evaluation of 
densities becomes very problematic. For the 20 
members in the committee the 20 values of X- 
fuzzy measure need to be estimated in the 
regions. In some regions the training data set 
reduces to 15 data points or even less. The miss- 
estimated densities degrade the combination 
capabilities of Cl with data dependent densities. 
This situation is observed in tabl. 2 and 3 
comparing columns A=50 with A M 00.

Figure 2. The Clouds data set with 10 reference 
points (“pentagrams”) obtained by using only the 
m iss-classified data points (SPmc)
Comparing the CI+SP with the С7+ SPmc, the 

Cl+SPmc is always slightly better than the CI+SP

combination method however the difference is not 
statistically significant. The Cl+SPmc provided the 
best overall performance.

8. C o n c l u s io n

In this paper we studied two different classifiers 
fusion algorithms exploiting the combination 
weights expressed over the entire data space and 
the combination with data dependent weights. The 
combination schemes with data dependent weights 
always outperformed classifiers fusion algorithms 
with the ordinary combination weights common in 
whole feature space. We have also shown that the 
space partitioning obtained by using the miss- 
classified data points can improve the data 
dependent combination schemes.
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